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Abstract. Most works on norms have investigated how norms are regulated
using institutional mechanisms which assume that agents know the norms of the
society they are situated in. Few research works have focused on how an agent
may infer the norms of a society without the norm being explicitly given to the
agent. These works do not address how an agent can identify conditional norms.
In this paper we describe a mechanism that an agent can use to identify condi-
tional norms which makes use of our previously proposed norm identification
framework. Using park littering as an example, we show how conditional norms
can be identified. In addition, we discuss the experimental results on the dynamic
addition, modification and deletion of conditional norms.

1 Introduction

Most works on norms in normative multi-agent systems have concentrated on how
norms regulate behaviour (e.g. [14, 18]). These works assume that the agent some-
how knows (a priori) what the norms of a society are. For example, an agent may have
obtained the norm from a leader [7] or through an institution that prescribes what the
norms of the society should be [1, 31].

Only a few researchers have dealt with how an agent may infer what the norms of
a newly joined society are [2, 23]. Recognizing the norms of a society is beneficial to
an agent. This process enables the agent to know what the normative expectation of
a society is. As the agent joins and leaves different agent societies, this capability is
essential for the agent to modify its expectations of behaviour, depending upon the so-
ciety of which it is a part. As the environment changes, the capability of recognizing
a new norm helps an agent to derive new ways of achieving its intended goals. Such a
norm identification mechanism can be useful for software agents that need to adapt to
a changing environment. In open agent systems, instead of possessing predetermined
notions of what the norms are, agents can infer and identify norms through observing
patterns of interactions and their consequences. For example, a new agent joining a
virtual environment such as Second Life [21] may have to infer norms when joining a
society as each society may have different norms. It has been noted that having social
norms centrally imposed by the land owners in Second Life is ineffective and there is
a need for the establishment of community driven norms [29]. When a community of
agents determines what the norm should be, the norm can evolve over time. So, a new
agent joining the society should have the ability to recognize the changes to the norms.
In our previous work we have proposed and experimented with a norm identification
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framework which can be used to identify norms in the society [23–25]. The norm iden-
tification framework takes into account the social learning theory [5] that suggests that
new behaviour can be learnt through the observation of punishment and rewards. This
work aims to answer the question of how agents infer conditional norms in a multi-
agent society. Conditional norms are defined as norms with conditions. We distinguish
norms that are not associated with conditions from the ones that have conditions. An
example of a norm without a condition is the norm that prohibits anyone from littering
a public park, i.e. prohibit(litter). An example of a norm with condition is a norm that
prohibits one from littering as long as there is a rubbish bin within x metres from the
agent (e.g. if (distanceFromBin < 10) then prohibit(litter)). Software agents should not
only have the ability to identify norms but also the conditions under which these norms
hold.

Identifying conditional norms is important because an agent that has inferred that
another agent gets punished when that agent littered when it was 25 metres away from
the bin may infer that the condition associated with the norm is the distance of 25
metres. But the actual norm could be that no one should litter within 50 metres from the
bin. The utility of the agent can be negatively impacted through a sanction if it litters
30 metres away from a bin. In this case, the agent does not know the correct condition
associated with the norm. Another example of a conditional norm is the tipping norm.
In one society an agent may tip 10% of the bill while in another society an agent might
be obliged to tip 20% of the bill. In this work we are interested in experimenting with
the formation, modification and the removal of conditional norms in the minds of the
agents and the impact of the normative conditions on the utility of the agents.

The paper is organized as follows. Section 2 provides a background on norms and
how the concept of norms is investigated in the field of normative multi-agent systems
(NorMAS). Section 3 provides an overview of our previous work on the norm identifi-
cation framework. Section 4 describes a mechanism for identifying conditional norms.
Section 5 describes the experiments that we have conducted and the results obtained.
Section 6 provides a discussion on the work that has been achieved and the issues that
can be addressed in the future. Concluding remarks are presented in Section 7.

2 Background

Due to multi-disciplinary interest in norms, several definitions for norms exist [2]. Elster
notes the following about social norms [11]. “For norms to be social, they must be
shared by other people and partly sustained by their approval and disapproval. They
are sustained by the feelings of embarrassment,anxiety, guilt and shame that a person
suffers at the prospect of violating them. A person obeying a norm may also be propelled
by positive emotions like anger and indignation ... social norms have a grip on the mind
that is due to the strong emotions they can trigger”.

Based on the definitions provided by various researchers, we note that the social
practices surrounding the notion of a social norm are the following:

• The normative expectation of a behavioural regularity: There is a general agree-
ment within the society that a behaviour is expected on the part of an agent (or
actor) by others in a society, in a given circumstance.
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• A norm enforcement mechanism: When an agent does not follow a norm, it could
be subjected to a sanction. The sanction could include monetary or physical pun-
ishment in the real world which can trigger emotions (embarrassment, guilt, etc.)
or direct loss of utility (e.g. decrease of its reputation score).

• A norm spreading mechanism: Examples of norm spreading mechanisms include
the notion of advice from powerful leaders, imitation and learning on the part of an
agent.

2.1 Normative Multi-agent Systems

The definition of normative multi-agent systems given by the researchers involved in the
NorMAS 2007 workshop is as follows [6]. A normative multi-agent system is a multi-
agent system organized by means of mechanisms to represent, communicate, distribute,
detect, create, modify and enforce norms, and mechanisms to deliberate about norms
and detect norm violation and fulfillment.

Researchers in multi-agent systems have studied how the concept of norms can be ap-
plied to artificial agents. Norms are of interest to multi-agent system (MAS) researchers
as they help in sustaining social order and increase the predictability of behaviour in
the society. Researchers have shown that norms improve cooperation and collaboration
[28, 33]. Epstein has shown that norms reduce the amount of computation required to
make a decision [12]. However, software agents may tend to deviate from norms due to
their autonomy. So, the study of norms has become important to MAS researchers as
they can build robust multi-agent systems using the concept of norms and also experi-
ment on how norms may evolve and adapt in response to environmental changes.

Research in normative multi-agent systems can be categorized into two branches.
The first branch focuses on normative system architectures, norm representations, norm
adherence and the associated punitive or incentive measures. Several architectures have
been proposed for normative agents (refer to [19] for an overview). Researchers have
used deontic logic to define and represent norms [16, 35]. Several researchers have
worked on mechanisms for norm compliance and enforcement [1, 18].

The second branch of research is related to emergence of norms [15, 27, 28].
Researchers have worked on both prescriptive (top-down) and emergent (bottom-up)
approaches to norms. In a top-down approach an authoritative leader or a normative ad-
visor prescribes what a norm of the society should be [32]. In the bottom-up approach,
the agents come up with a norm through learning mechanisms [27, 28]. Researchers
have used sanctioning mechanisms [4] and reputation mechanisms [10] for enforcing
norms.

Many research works assume that norms exist in the society and the focus is on how
the norms can be regulated in an institutional setting such as electronic institutions[3].
Very few have investigated how an agent comes to know the norms of the society [2,
23]. We have previously proposed an architecture for norm identification [23, 25]. In
this work, we extend our earlier work by incorporating the mechanism for identifying
conditional norms. Identifying conditional norms is important because the agent can
confidently apply the norm if the conditions associated with the norm are known. This
will help the agent not to lose utility by preventing it from applying the norm under
wrong conditions.
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3 Overview of the Norm Identification Framework

In this section, we provide an brief overview of the norm identification framework that
we have proposed and experimented with in earlier works [23–25]. An agent employing
this architecture follows a four-step process.

• Step 1: An agent actively perceives the events in the environment in which it is
situated.

• Step 2: When an agent perceives an event, it stores the event in its belief base.
• Step 3: Based on recognizing signals (i.e. events that are either rewards or a sanc-

tions), the agent stores them in a “special events” base.
• Step 4: If the perceived event is a special event an agent checks if there exists a

norm in its personal norm (p-norm) base or the group norm (g-norm) base. An
agent may possess some p-norms. A p-norm is the personal value of an agent. For
example an agent may consider that littering is an action that should be prohibited
in a society based on its past experience or preference. This personal value may
not be shared by the agents in a society. A p-norm may vary across agents, since
a society may be made up of agents with different backgrounds and experiences.
A g-norm is a norm which an agent infers, based on its personnel interactions as
well as the interactions it observes in the society. An agent infers g-norms using
the norm inference component. The norm inference component of the framework
[25] makes use of Candidate Norm Inference (CNI) algorithm. The CNI algorithm
uses association rule mining approach to identify sequences of events as candidate
norms. The CNI algorithm has two sub-modules to identify prohibition norms [25]
and obligation norms [24] respectively.

When a special event occurs an agent may decide to invoke its norm inference compo-
nent to identify whether a previously unknown norm may have resulted in the occurrence
of the special event. In the context of the park-littering scenario, an agent observing a
sanctioning event may invoke its norm inference component to find out what events that
had happened in the past (or that had not happened in the past) may have triggered the
occurrence of the special event. Prohibition norms can be identified by inferring the
relevant events that happened in the past [25]. For example an agent may notice that a
sanctioning event is always preceded by a littering event. Hence the agent might infer
that littering is prohibited in the society. For identifying obligation norms the agent may
have to reason about what events that did not happen in the past are the likely reason
for a sanction (i.e. not fulfilling an obligation) [24]. For example, an agent may be sanc-
tioned for not tipping a customer in a restaurant. An agent observing the events may
infer that the absence of the tipping action is the reason for a sanction. In this work we
focus on identifying conditional norms associated with prohibition norms.

The invocation of the norm inference component may result in the identification of
a g-norm, in which case it is added to the g-norm base. An agent, being an autonomous
entity, can also decide not to invoke its norm inference component for every occurrence
of a special event but may decide to invoke it periodically. When it invokes the norm
inference component, it may find a new g-norm which it adds to its g-norm base. If it
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does not find a g-norm, the agent may change some of its norm inference parameters
and repeat the process again in order to find a g-norm or may wait to collect more
information.

At regular intervals of time an agent re-evaluates the g-norms it currently has, to
check whether those norms hold. When it finds that a g-norm does not apply (e.g. if it
does not find any evidence of sanctions), it deletes the norm from the g-norm base. It
could be that there are no punishers in the society or all the agents have internalized the
norm and are following the norm. Hence, there might be no sanctions in the society. In
the case where all agents have internalized the norm and are following the norm, norm
deletion on the part of the observer agent may have negative consequence for that agent
(i.e. the agent can be sanctioned) in which case it can add the norm again through norm
inference.

The next section describes how conditional norms are inferred by an agent. The
mechanism for identifying conditional norms is built on top of the norm inference
framework.

4 Identifying Conditional Norms

In our framework, when a new agent enters a society it will try to identify the norms
that currently hold in that society. Once an agent has identified a norm it may want to
identify the context and the exact conditions under which the norm holds. For example,
the norm in a public park could be not to litter, i.e. prohibit (litter). It could be that
the norm prohibits people from dropping litter in the park as long as a rubbish bin is
visible to them (or the rubbish bin is 50 metres away from them). The context here is
the rubbish bin and the condition is the distance from the rubbish bin. When an agent
identifies the norm in the first instance through observation, it may not know the exact
conditions associated with the norm.

Let us assume that an agent upon identifying the norm knows the context of the
norm1. For example on identifying that littering is prohibited, the agent identifies the
presence of the bin as the context. The condition associated with the norm is the distance
between the agent and the bin2. We call this a contextual condition.

Note that the condition associated with a norm will be specific to the domain under
consideration. In the park littering example, the condition can be either one or two-
dimensional. For example, the distance between a littering agent and bin is a single
dimensional entity. The littering zone can be modelled as a two dimensional entity if it
is defined using x and y coordinates (i.e. an agent should not litter within 5 metres from
bin’s x position and 10 metres from bin’s y position). Some researchers have used a
two dimensional representation for normative conditions [17, 30]. In this work we have
used the distance metric which we call the radius of the non-littering zone.

1 We assume that an agent knows the context based on the past experience or based on the
domain knowledge. For example, an agent may know about littering from its past experience.

2 Proximity or the distance of interaction is a contextual condition in many social norms. For
example, two people talking tend to speak in a low voice when they walk past others. An-
other example is the interpersonal distance norm (i.e. how close you can get to someone while
holding a conversation without making him/her uncomfortable). Agents may be aware of the
distance based contextual condition from their previous experience.
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Algorithm 1. Pseudocode of an agent to identify conditional norm associated with
the prohibition of littering

Input: Contextual Condition = distance from nearest rubbish bin
maxDistanceFromBin = 0, tempDistance = 0 ; /* maxDistanceFromBin1

stores the value of the contextual condition */
conditionalNormReferralConsidered = true;2

conditionalNormRecommenders = ∅;3

foreach norm inference cycle do4

Obtain Norms Set (NS) ; /* By invoking Candidate Norm5

Identification algorithm */
if NS �= ∅ then6

foreach norm in NS do7

foreach punished agent with the visibility threshold do8

tempDistance = getDistanceFromNearestBin;9

if tempDistance > maxDistanceFromBin then10

maxDistanceFromBin = tempDistance;11

end12

end13

if conditionalNormReferralConsidered then14

conditionalNormRecommenders =15

getAgentsFromVicinity;
foreach agent ∈ conditionalNormRecommenders do16

if agent.maxDistanceFromBin > maxDistanceFromBin then17

maxDistanceFromBin = agent.maxDistanceFromBin;18

end19

end20

end21

end22

end23

end24

Algorithm 1 shows how an agent identifies the conditional norm of the park. In each
norm inference cycle an agent will first identify a set of norms using the norm identifi-
cation framework [25]. Let us assume that the agent has identified prohibit(litter) as the
norm which is stored in its Norms Set (NS). For each of the littering agents that were
observed to be punished, an agent calculates the distance from the nearest bin to the
punished agent using Chebyshev’s distance metric [36]3. The agent finds the radius of
the non-littering zone (lines 10-12) and stores it in maxDistanceFromBin. The agent can

3 Chebyshev’s distance also known as the Chessboard distance is the minimum number of steps
required for a King to move from one square of the chessboard to another. In our implemen-
tation Chebyshev distance represents the minimum distance between an agent and the nearest
bin. Chebyshev distance of length one corresponds to the Moore neighbourhood [34] of size
one where an agent in one cell can see all the 8 cells surrounding it.
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choose to ask for referral from one or more agents from its vicinity threshold regarding
the zone in which littering is prohibited (i.e. maxDistanceFromBin). If the referrer’s rec-
ommended distance is greater than distance observed by the agent the agent increases
the distance (lines 14-21).

While Algorithm 1 is specific to the park littering scenario, the generic process of an
agent to identify the conditional norm is given in Algorithm 2. Once the agent infers
a norm, it will identify the contextual condition. The contextual condition can contain
multi-dimensional attributes. For each norm in the norm set (NS), it calculates the value
of the contextual condition (line 8). An agent calculates the value for contextual condi-
tion based on observing all the punished agents within its visibility threshold.

Algorithm 2. Pseudocode of an agent to identify a conditional norm
Input: Contextual Conditions
valueOfContextualCondition [] = ∅;1

conditionalNormReferralConsidered = true;2

conditionalNormRecommenders = ∅;3

foreach norm inference cycle do4

Obtain Norms Set (NS) ; /* By invoking Candidate Norm5

Identification algorithm */
if NS �= ∅ then6

foreach norm n in NS do7

valueOfContextualCondition [n] =8

calculateContextualConditionalValue ; /* This
is calculated based on the available data on
all punished agents within the visibility
threshold */
if conditionalNormReferralConsidered then9

conditionalNormRecommenders =10

getAgentsFromVicinity;
foreach agent ∈ conditionalNormRecommenders do11

if agent.valueOfContextualCondition is better than12

valueOfContextualCondition then
valueOfContextualCondition =13

agent.valueOfContextualCondition;
end14

end15

end16

end17

end18

end19

The observer agent can optionally ask recommendation from other agents (through
referral), on the contextual condition that they have observed (lines 9 and 10). Then,
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based on the recommendation of other agents it can choose the best value4 as its value
for the contextual condition (lines 11-15).

5 Experiments

In this section we firstly describe the experimental set-up in sub-section 5.1. In the rest
of the sub-sections we describe the experiments that were conducted and the results
obtained.

Fig. 1. Snapshot of the simulation of conditional norms

5.1 Experimental Set-Up

We model agents in our virtual society in a two-dimensional space. This virtual envi-
ronment can be considered as a communal region such as a park shown in Figure 1. The
agents explore and enjoy the park by moving around. There are three types of agents
in the simulation. They are learning litterers (LL), non-litterers (NL) and non-littering
punishers (NLP). There are four possible types of actions defined in the simulation
system: move, eat, litter and punish. The LL agents can move, eat and litter. The NL
agents can move and eat while the NLP agents can move, eat and punish. The agents’

4 The logic for choosing the best value of the condition is domain specific. In a domain the best
value may correspond to the least numeric value and in another domain it may correspond to
the highest value.
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movement can be in one of the four directions: up, down, left or right. The agents that
are at the edge of the two dimensional space can again re-appear in the opposite side
(i.e. a toroidal grid is implemented). The agents are represented as circles using dif-
ferent colours. The LLs are green, the NLs are blue and the NLPs are red. The id and
action that an agent currently does appear above the circle.

Each agent has a visibility threshold. The visibility threshold of the agent is governed
by a Chebyshev distance [36] of a certain length. An agent can observe actions of agents
and the interactions that happen between two agents within its visibility threshold. The
dashed square that appears at the bottom of Figure 1 shows the visibility range of agent
13 which is at the centre of the dashed square with a Chebyshev distance of four. All the
agents make use of the norm inference component [25] to infer norms. The red squares
that appear within the circles represent the identification of a norm. Rubbish bins in the
simulation environment appear in orange. The non-littering zone with reference to the
bin at the top is given by the dashed square that appears at the top of Figure 1. The
radius of the non-littering zone in this case is four.

The simulation parameters that were kept constant for all the experiments are given
in Table 1. A sample simulation can be viewed from this link5.

Table 1. Simulation parameters for identifying conditional norms

Parameters Values

Grid size 20*20
Total number of agents 20

Number of litterers 12
Number of non-litterers 4

Number of non-littering punishers 4
Visibility threshold 5

Number of rubbish bins 2
radius of non-littering zone (maxDistanceFromBin) 10

Number of referrals (when used) 1

5.2 Experiment 1 - Conditional Norm Identification

The objective of the first experiment is to show that agents in a society infer conditional
norms using the proposed mechanism. We also compare the rate of norm establishment
in the society with the rate of conditional norm establishment in the society.

Figure 2 shows two lines that represent the proportion of agents with norms and
the proportion of agents with conditional norms in a society respectively. It can be seen
from Figure 2 that even though the norm has been established in the society6 in iteration
270, the conditional norm (i.e. the agent should not litter when it is within 10 metres
from the bin), is not inferred in the society till iteration number 410. This is because
the conditional norm identification process is invoked by an agent after it has found a

5 http://unitube.otago.ac.nz/view?m=iWs217vmy6H
6 We assume that a norm is established in a society if all the agents (100%) have inferred the

norm. Researchers have used different criteria ranging from 35% to 100%[22].
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Fig. 2. Conditional norm identification

norm. As the agents interact more and more in the society, they gather more evidence
regarding the condition associated with the norm. If the norm does not change, then the
correct condition associated with the norm is inferred eventually. When an agent does
not infer a norm for certain amount of time or when the norm changes it will remove
the norm and its associated conditions from its norms base.

5.3 Experiment 2 - Conditional Norm Identification with and without Referral

An agent can expedite the process of identifying a conditional norm if it asks another
agent for its evidence of the normative condition. We call this as the conditional norm
referral process. It can be observed from Figure 3 that when the referral is used, the rate
of establishment of the conditional norm increases. The agents ask for referral from one
other agent in the society. When the number of referees increases, the rate of conditional
norm establishment increases. This has also been reported many other works in multi-
agent systems[8, 37].

Figure 4 shows the progression of two agents towards the identification of the correct
conditional norm (non-littering zone of radius 10) with and without referrals. The pro-
gression rates of the two agents are different because of their different paths of travel.
If an agent observes more agents on its path, then it has a higher probability of infer-
ring both the norm and the condition associated with the norm. It should be noted that
the conditional norm establishment for these two agents improve when the referrals are
used.

The two dashed lines in Figure 4 show the radius of the non-littering zone identified
by the agents during the simulation. The agent which found the norm first (agent 1,
iteration 90) was not the one to find the correct conditional norm first7. When agent

7 The correct conditional norm is the non-littering zone of 10 metres.
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Fig. 3. Rate of norm and conditional norm establishment in an agent society

Fig. 4. Rate of conditional norm establishment in two agents with and without referrals

1 found the norm in iteration 90, the non-littering zone identified by the agent was 6
metres (shown using an arrow in the Figure). It found the correct conditional norm in
iteration 380. Agent 2, albeit finding the norm second (iteration 110, non-littering zone
of radius 7 metres), found the correct conditional norm faster (iteration 190). This again
is governed by the number of agents an agent gets to observe (i.e. the path of travel).

The two solid lines show the radius of the non-littering zone identified by the agents
when referrals are used. It is interesting to note that when the referral mechanism is
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used, the agent which found the norm first was also the one that found the normative
condition first. This is because once the agent finds the norm it can ask the agents in
the vicinity for referral instead of waiting for a long amount of time to find out the
maximum distance from the bin from which a violation that was punished occurred.

5.4 Experiment 3 - Dynamic Conditional Norm Identification

An agent should have the ability to dynamically add newly identified norms and re-
move norms that do not hold. This experiment demonstrates that conditional norms can
be added, removed and modified by an agent dynamically depending upon the environ-
mental conditions. The ability to change norms is important for an adaptive agent so
that it can flexibly adopt norms. An agent, on identifying a norm, evaluates whether the
norm holds at regular intervals of time. If the norm does not hold, it removes the norm
from its norm base. When it removes the norm it also removes the condition associated
with the norm8.

Fig. 5. Dynamic conditional norm identification by an agent

Figure 5 demonstrates that an agent is able to add and remove norms and normative
conditions dynamically. Figure 6 demonstrates that agents in our system are able dy-
namically modify the normative condition. In these experiments, the punishers do not
punish from iterations 1000 to 1250. This is to simulate the change in the environment
which triggers a norm change. Additionally, having identified a norm, an agent checks
for the validity of the norm once again after 5 norm inference cycles (norm inference
happens once every 10 iterations). If the norm is found again, then the agent does not
delete the norm. If the norm is not found, it removes the norm and the conditions from
its norm base.

8 In our previous work [25], we have demonstrated how an agent adds and removes norms dy-
namically. In this experiment, we show how conditions associated with norms are dynamically
added and removed.
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Fig. 6. Dynamic conditional norm identification by an agent

Figure 5 shows two lines that represent an agent adding and removing norms based
on changing environmental conditions. The line is red represents the agent using the
referral mechanism and the line in blue represents the agent without using the referral
mechanism. It can be observed that the agent without using referral identifies a con-
ditional norm in iteration 60, and the correct conditional norm in iteration 120 while
it infers the norm faster when it uses referral. In this experiment, when the punishers
do not punish, the norm is not inferred for 50 iterations (5 norm inference cycles from
iteration 1010 to 1050). So, the agent removes the norm and the conditions associated
with the norm (with and without referral) in iteration 1050. The agent that does not use
the referral finds a conditional norm again in iteration 1280 and the correct conditional
norm in iteration 1670. It can be observed that when the referral is used by the agent it
identifies the correct conditional norm earlier (iteration 1330).

Figure 6 shows two lines that represent the identification of different normative con-
ditions under changing environmental conditions (with and without change of non-
littering zone) for the same agent. By keeping all the other parameters the same, we
varied the radius of the non-littering zone (i.e. the punishment zone for littering). This
is to demonstrate that when the radius of the littering zone varies, the agent infers the
change. After iteration 1250 all NLP agents punished only those agents that littered
within 5 metres from the bin (as opposed to 10 metres which was used in iterations
1 to 1000). It can be observed from the green line in Figure 6 that the agent inferred
the new normative condition (radius = 5)9. Note that the agent has made use of re-
ferral in this experiment. The red line which converges to the littering zone of radius
10 that appears at the top of Figure 6 is the same as the red line shown at the top of
Figure 5 which represents the normative behaviour of an agent that uses the referral
process.

9 The simulation video can be found at http://unitube.otago.ac.nz/view?m=nQ6y17frCcJ
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5.5 Experiment 4 - Comparison of Utility of Agents with and without
Conditional Norm Identification

The objective of this experiment is to compare the utility benefits of an agent when it
identifies norms with and without conditions. In this experiment, an agent has a utility
value which we call the satisfaction level (S) which varies from 0 to 100.

An agent’s satisfaction level (S) decreases in the following situations:

• When a litterer is punished, its utility decreases (-1).
• For all agents, littering activity results in the decrease of the utility. This is be-

cause each littering activity ruins the “commons” area (-1/number of agents in the
society).

An agent’s satisfaction level (S) increases (i.e. it gains utility) in the following situa-
tion:

• When a litterer litters, it gains utility in a society (+1).

We have experimented with the utility of the agent with and without conditional norm
identification. An LL agent is better off by using conditional norm (CN) identification.
Once identifying a norm an LL agent may choose to abstain from the action that is
being prohibited. In the case of a conditional norm, it learns the exact condition under
which it should not violate the norm. By this process, it can improve its utility. It can be
observed from Figure 7 that an LL agent’s utility increases (greater than 50) when it has
identified the conditional norm than just identifying the norm without conditions (less
than 50). This is because when the littering agent finds the norm without the normative
condition, it abstains from the littering activity which does not lead to an increase in
its utility. But, when it identifies the normative condition, it now can litter outside the
non-littering zone which results in the increase in its utility.

For an NL agent, when it identified a norm without identifying the condition, the
utility initially decreases but then stabilizes to a constant value because when all the
agents inferred the norm, there aren’t any littering actions in the society. When the NL
agent identifies the conditional norm, its utility continues to decrease because whenever
an LL agent litters outside the not-to-litter zone, its utility decreases10. Similarly, for an
LL agent, its utility decreases because of the littering action. However, its net utility
increases as it gains from the littering action (i.e. it can litter outside the non-littering
zone).

The utilities of NLP agents are not discussed here because we assume these agents
have other utility functions for punishing (e.g. a leader who wants to promote a smoother
functioning of the society, or an altruistic agent who does not care about its diminishing
utility). We note that if non-altruistic punishers are present in the society, then the cost

10 It should be noted that when the utility of an NL agent goes below a certain threshold, it can
leave the society, or can become a litterer or become a punisher. This is explored in another
work [26]. Additionally, if the parameters of this experiment are varied (for example if the
utility gain of a litterer is changed to 0.5 and the utility loss on receiving a punishment is
changed to 0.25) the results obtained will be different. The objective here is to show that the
conditional norm identification has an impact on the utility of the agents.



Identifying Conditional Norms in Multi-agent Societies 299

Fig. 7. Utility comparison of two agents

incurred by the non-altruistic punishers will play a role in the establishment of a norm
in the society (see [26]). Several other works have investigated the role of punishment
costs on norm spreading [13, 20].

6 Discussion

The issue of conditional norm identification has not been dealt with by researchers in
the field of normative multi-agent systems. To this end, we have experimented how a
conditional norm can be identified by an agent in the context of park-littering. Identify-
ing norms with conditions can be beneficial in several settings. For example, the norm
identification architecture can be used to infer norms in Massively Multi-player Online
Games (MMOGs). Players involved in massively multi-player games perform actions
in an environment to achieve a goal. They may play as individuals or in groups. When
playing a cooperation game (e.g. players forming groups to slay a dragon), individual
players may be able to observe norms. For example, a dragon can only be slayed if
two players are within certain distance from the dragon. An agent that identifies this
condition (the distance) will be better-off than an agent that just infers the norm of co-
operation (i.e. two players are needed to slay a dragon). The mechanism proposed in
this paper can be used to identify norms with conditions. This mechanism can also be
used in virtual environments such as Second Life to infer conditional norms.

Another application of identifying conditional norms is in the area of e-commerce.
For example, in one society, the norm associated with the deadline for payment (i.e. obli-
gations with deadlines as in [9]) may be set to 120 minutes after winning the item.
Depending upon what an agent has observed, agents may have subtly different norms
(e.g. one agent may notice that pay follows win after an average of 80 minutes while
another may notice this happens after 100 minutes). Both these agents could still in-
fer the norm but the deadlines they had noticed can be different. This may result in an
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unstable equilibrium with reference to the norms and hence conflict resolution mecha-
nisms should be used to resolve them [17, 30].

We note that we have modelled and experimented with a simple domain. The number
and type of agents can easily be increased and the normative conditions identified can
be richer and more complex depending upon the problem domain. However, we believe
the main contribution is the mechanism for the identification of conditions associated
with norms. We have also shown how an agent can dynamically add, remove and modify
conditions associated with the norms.

7 Conclusion

This paper addresses the question of how conditional norms can be identified in an
agent society using the norm inference architecture. Identification of conditional norms
has been demonstrated in the context of a simple park-littering scenario. The ability of
an agent to add, delete and modify a conditional norm has also been demonstrated. It
has also been shown that identifying norms with conditions has an impact on the utility
of the agents in the society.
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